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and	 metadata,	 clients	 only;	 echo	 32	 ൐	
/proc/fs/lustre	/osc/*/max_rpcs_in_flight			

Check	 the	 status	 of	 checksums:	 lctl	 get_param	
osc.*.checksums	to	disable	checksums:	echo	0	൐	
/proc/fs/lustre	/osc/*/checksums	
		
By	 default	 lustre	 has	 32MB	 of	 memory	 cache	
for	every	OST;	this	number	could	be	increased	
to	 256	 MB	 to	 set	 the	 new	 memory	
parameters:	 lctl	 set_param	 osc.\*.max_	
dirty_mbൌ	256	

By	 default	 debug	 is	 ON	 that	 could	 affect	
performance.	 It’s	 possible	 to	 reduce	 the	
debug	level	or	simply	turn	it	off	completely.	
To	turn	debug	OFF:		sysctl	‐w	lnet.debugൌ0	

5.2 IOR	and	IOzone	parameters:		

aprun	‐n	$N	–N	$N		IOR	‐a	MPIIO	‐F	‐E	‐k	‐b	
$N	G	‐i	3	‐t	1M	‐B	‐v	‐C	–o	$D	

aprun	‐n	$N	–N	$N		IOR	‐a	POSIX	‐F	‐E	‐k	‐b	
20G	‐i	3	‐t	1M/4M	‐B	‐v	‐C	–o	$D	

IOzone	parameters:	iozone	‐i	0	‐i	1	–r	1M	‐s	
$N	g	‐൅u	‐c	‐C	‐൅m	file	‐t	$N	

5.3 mdtest	parameters:		

aprun	‐n	$N	–N	$N	mdtest	‐n	$N	‐u	‐i	3	‐N	1	
‐d	$DIRECTORY	

6 Conclusion	
	

We	evaluated	 the	 Sonexion	system	with	all	 its	
components,	 controlling	 the	 basic	
infrastructure,	 software	 stack	 and	 running	
some	benchmark	using	different	tools.				
	
Our	 observations	 are	 comparable	 with	 the	
specifications	provided	by	 the	Cray	datasheet;	
even	 in	 some	 cases	 we	 got	 better	 sustained	
performance	figures	

		

We	believe	 that	 there	 are	 several	 steps	 that	
could	 be	 taken	 to	 improve	 the	 system	
functionality	 and	 performance.	 An	 example	
is	 replacing	 SAS	 disks	 with	 SSDs	 for	
Metadata,	 as	 reported	 above	 SSD	 drives	 are	
currently	only	used	for	metadata	journaling.	

	
The	 system	 arrived	 with	 experimental		
beta	 software	 that	 was	 unusable.	 The		
second	 release	 of	 the	 experimental		
software	 arrived	 in	 early	 2012,	 which	
significantly improved	 the	 usability	 of	 the	
system.	
		

With	 the	 new	 software	 stack	we	 also	 noted	
significant	 improvements	 in	 performance,	
the	 functionally	 of	 the	 available	 tools,	 new	
features	 and	 new	 documentation.	 The	 new	
software	 stack	 also	 seated	 a	 new	 Lustre	
release.						
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